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Abstract

In this paperwe presentan new ad hoc routing systembasedupon simple
principles regarding the routing stratey and the implementationapproach In
the routing areawe (re-)introducethe end-to-endprinciple, letting the commu
nicating end nodesmake the decisionsconcening the behaviour of intermediate
nodes. We adopta routing strategy thatis a mixture of on-demandandpro-actve
routing in orderto minimize the possibledown-times of communication paths.
Implementation-wisave use explicit "resolution commarmls” sentto neightour
nodes to provide LUNAR functionality A freely available implementationhas
beenproducedthat includesauto-corfiguration of IP network addressesand de-
fault gatevay routing, makingLUNAR afully self-configuringad-hocroutingso-
lution which supportsboth unicastand broadcaststylesof communication. In a
direct comparisonLUNAR matchedor outperformedhe available Linux imple-
mentationsof AODV andOLSR.
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1 Intr oduction

Ad-Hoc networks are typically describedas a groy of mobile nodes comectedby
wirelesslinks. The nodesin an Ad-Hoc network nomally opeatein a Peefto-Peer
manrer whereevely noce is anendmint andevely nodeis arouter This flat routing
environment causesnary challergeswhich have resultedin a slew of routing proto
cols andresearchprgects designedo solve or ameliorde the problemsof Ad-Hoc
networks[1, 2, 3, 4.

In this paperwe describethe LUNAR ad hoc routing system. With the comman
casein mind of settingup an ad hoc network with a dozenof nodesall reachale
within 3 hops,our main goal with LUNAR s to redwce the comgexity both of the
routing algorithmandtheimplemantation. LUNAR grew outof areactionto themary
MANET protocd proposalsfor which ever more refineddocunentsare producedbut
whichstill lack robustimplementatiosfor examge for theLinux opeatingsystem.

*Work donewhilst secoml author wasat Fhl FOKUS, Berlin andwassupportedy the EuropeariJnion
COST263action on Quality of Future Internet Services.



The questfor simplicity andessential®f an ad hoc routing protocd hasleadus
to adopta mixed routing style: LUNAR combires elementsof both on-demandand
pro-active Ad-hoc routing appraches. It is on-cemandin the sensethatit discos-
erspathsonly whenrequred; It is pro-adive in the sensethatit retuilds pathsfrom
scratchat fixed intervals; togetter, for exanple, this removesthe needfor additioral
pathmaintenaneprocediresandlink repairactions.By positioring LUNAR below IP,
we candrasticallyreduceundesiredinteractimswith theIP layerandaddaddresself-
configurationandautonatic gatevaying for thefixedInternd in aneasyway. LUNAR
alsorestrictsitself from applying “smartoptimizatiors” andpiggybackirg of informa-
tion in orderto keepthe systemsimpleandits behaior morepredctable. We believe
thatsimplicity of opeation aswell asthe easeof implemertationis the prime factor
for pushig MANET style networking into the mainstrea. First contrdled expeli-
mentsfor small size networks shaved that LUNAR is par with the bestavailablead
hocroutingprotacols!

Thepape is organizedasfollows: After briefly introducing thefunctioring of ma-
jor ad hoc routing protocd candidatesve explain in Section2.3 the rational behird
LUNAR. Sectiond providesmoredetailsof the LUNAR protcacol andits implemena-
tion for whichin Section5 we alsoreporton a perfomanceandcodesizecomgarison
with OLSR.

2 RelatedWork and LUNAR’s Stance

Thete alreadyexist variousAd-Hoc routing proto®ls, in particuar thosecreatedby
the work doneby the MANET group. In this sectionwe describeDSR, AODV and
OLSR (whichwereferandcompareto lateronin this papej befae elaboatingonthe
ratioralethatleadto LUNAR.

2.1 DSR,AODV and OLSR

DSR, asdescribedn [3], is an on-cemandrouting protocd i.e., it constructsoutes
whenit needgo do so. Whenanode runrning DSR needgo look up aroute to anotler
nocke it first looksin its routecacheto seeif it alreag hasavalid routeto thatdestina-
tion. In the casethatthe nodk doesnot have the pathin its routecachet mustperform
route discovery. In orderto do this, the nocke floods the network with ROUTEREQ
paclets. Any nodewhich hasa routeto the destinatiorreplieswith a ROUTEREPLY
pacletandaffixesits own addessto the headeto facilitatesourcerouting. Thesource
nock thenusesthe ROUTEREPLY pacletsto constret the perhop pathto the desti-
nationwhichit thenaffixesto the pacletsthatit sendsout.

DSRusesaggressie cachingandoverheardoutesin orderto minimizetheimpact
of the routing protacol on the network. The DSR nodkesin the network operatein
promiscuoudmock. In this caseanode canalsooverheamothernodesperfomingroute
reguestandreply proeeduresproviding anadditioral sourceof information aboutthe
network statewithout having to actuallytransmitary morerouting paclets.

AODV, asdescribedn [2], is alsoanon-denandprotocad. It is inspiredby boththe
DSR pratocol andby the DSDV [10] protoal. It usesthe sameon-cemandflooding
techniauesfor routediscovery androute mainteanceasDSR, but removesthe soure-
routing ovetheadfrom DSR andreplacs it with a DistanceVectortechniqiefor route
building. This mears thatthe nodesin the network exchangevectas with eachother
whichreflectthedistancesneasuredbetweemodes.

OLSR s an optimized versionof the classicalLink Stateproto®l. In an OLSR
network thereare certainnodes which are designatedMulti Point Relays” (MPRS),



thesenodes excharge link informationwith eachother Insteadof every nodein the
network beingof equalimportance,OLSRimposes hierarcly whereasubsebf nodes
in thenetwork aredesignatedPRs. TheseMPR nodesarethusrespomiblefor all the
routing work in the network. Theideabehindthis is to cut down on routing traffic by

only having a portion of nodesperfaming routing duties. As well asthis, OSLR also
only maintairs informationabou a subsetof its neighhours as oppaedto retainirg

informationabaut all neighbous like classicalLink Stateprotccols.

2.2 Statusof available implementations

Sincethe approah throwghou this papetris centerecbn runring code, our groupsur
veyedthe availableimplemertationsof Ad-Hoc routing protacols.

TORA (Temporally-OrderedRoutingAlgorithm) [17] is amory thosead hocrout-
ing protacolsavailablefor Linux. However, theimplementationwouldrepeately crash
thekernelwhichmadetestingandcomparisoninfeasible Also theavailableimplemen
tationis anin-kerrel implemenationfor the Linux v2.2x serieswhich is now notthe
currentstableversionof Linux.

Although thereexists a DSR implementationfor Linux [11] (aswell anotherone
for FreeBSD12]), we couldnotuseit becaseit would notwork for TCP conrections,
prohibiting testingwith realisticapplicaionslike WEB browsing

Thepicturelooks betterfor AODV wheretwo implemenationsareavailable: Mad-
Hoc[15] andAODV-UU [14]. Mad-Hochassomeseriousprodemswith the routing
logic (reroutescantake half a minute) while AODV-UU works fine and sened asa
goad conparisonpoint for LUNAR.

Similarily, OLSR [13] is availablein a stableimplemenation from INRIA and
apparsto work well, therefoe it wasalsoincludedin compaisons.

Overall, the availability of Ad-Hoc routing protacols is far from satisfyingand
easeof installationandcorfigurationareotherdomainsthatusuallyareneglectedtoo.
OtherAd-hoc routing pratocol implenentationsdo exist asidefrom the onesreviewed
above, but they are not available with an opensourcelicensewhich meansthat for
researchpurpasesit malkeslife consideably moredifficult. Theaimwith LUNAR was
to addressboththe compledity of implemenationaswell astheconfiguationissues.

2.3 Goalsand Assumptionsin LUNAR

LUNAR aimsat contriluting to the areaof ad hocrouting pratocolsin the following
way:

(a) Have a working and robust implenentationtoday The coce size shouldbe
smallandthealgorithnms nothave mary subtleties.

(b) Simpleopeationandintegratian into existing IPv4 networking. Idedly, starting
the LUNAR softwareshouldnotrequre ary paraneters.

(c) Solvingthe prodem for the comman case.In afirst placewe wantto addres
spontarousnetworks formed by a smallgroup of people

(d) Enabiing mary comman casesn parallel. Severaladhoccloudsshoud beable
to coexist, enablingpeope to setup logically indepemnlentbut physically overlappirg
networks.

Stipulatingsimpleoperatims is a mustfor ad hoc networks, otherwisewe do not
believe thatad hoc networking will crossthe critical point beyond which onecanas-
sumethat everybody in a meetingis ad-ha enabled. Although a proposedad hoc
routing pratocol implementationmay be well-written it canbe hardto configue and
may containmary subtletuning parametes. A classicargumentis that “protocol X
couldbeadapedto alsocoverthis or thatscenario”.How this shallbedoneis thenleft



unspeified andunimplenented.Insteadf aimingatthebroadstpossiblecoverageof
usecasesL.UNAR conceftrateson asettingwhatwe considrto beatypical scenario:
We assumespontaneos grous (e.g, meetingroom, airportlounge) with rathersmall
number of nodes (5 to 15) forming in closevicinity suchthat 3 hopsalreadyarean
exceqion.

2.4 Ad-hoc Horizon

A majormotivation for amoremodestad hocrouting goalwasthe obserationthat 3
hops is alreadypushingthe limits in mary ways. We believe that thereis an ad-hoc
horizon beyondwhich it become unecamomicto handletopolagy chargesasthey oc-
cur in mobile wirelessnetworks. First, whenmultihgp routing is in place,it means
thatthe wirelesscardsopeateat their limits, resultingin a highly fluctuatingconne-
tivity space:slight positionchangesr objectsgettingin the way drasticallychang
the neighlour set. Second the freshressof routing informationdecaysrapidly with
the numkber of hops— attemptgo do local repairpotentiallymaskor at leastdelaythe
recoqition of troule spotsaswell asthey introducethe needto buffer pacletsand
createsubsegant paclet reoderingprodems. After exactly how mary hops we hit
thead-toc hotizon is depemlenton thetechndogy at hard aswell astheassumptions
onemakeson the stability of the network topolagy. Basedon our expeliencewe think
that a value of 3 hopsmalessense.Section4.5 gives someadditianal ratiorale for
thesedimensioimg of LUNAR paraméers and shavs the calculatiors perfomedto
reachtheseparameters.

3 LUNAR Architecture

LUNAR compisesseveral technolgy piecesand policies. We first introduce LU-
NAR’s uncerlaynetwork abstractiorcalledSelNetandits interaction with the P layer
via ARP. ConfiguationissueqIP addressesandgatevaying)arediscussechext.

3.1 Underlay Routing and Addr essResolution

Figure 5 shaws the position of the LUNAR network with respectto the traditioral
IP stack.Thedesignof LUNAR is basedupm the architectue of the SelNetunderlay
network [5] whichis alayer2.5routingsystendesignedo suppet awiderangeof data
forwardingandrouting styles. The mainideais to link ad-toc pathestablishmento
theusualaddressesolutian activities goingon at the IP-subngelayerborderi.e., ARP.
Historically, DSR alsofollowed this apprachby doingmultihop ARP [6]. Typically
ARP is confired to broadcastingonly to the subnetthatit is currenly residingin.
For LUNAR, we decidedto allow nodes which receive suchresolutionreqieststo
reboadcasthemto reachnodes which are outsideof the original radio range of the
reqiestingnode.

3.11 From ARP to XRP: Typesand Parameters

The SelNetuncerlay network functionsby trappng all IP dataandcontol traffic and
translatingit into an intermedate represent@on which canthen be manipulaed by
the nocesin the SelNetnetwork. With SelNetall ARP traffic is trapped andthenre-
written to the XRP (eXtensille ResolutionProtocol)commail setwhich permitsa
muchricher setof expressionghanstandardARP. Whenthe IP stackissuesan ARP
requestfor anlP number’s Ethenetaddess SelNettranslateshisto anXRP resolution
reqestwhich is thenbroalcastto all nodesin the Ethernetsubnet. Re-br@dcasting
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Figurel: LUNAR asanunderlayto thelP layer

logic is thenrespomiblefor gettingtherequiredresolutioninformationacrossmultiple
hops, eventually creatingstatein the network for forwardng andpossiblerewriting of
Etherretaddesseonthefly.

The XRP protacol messagearesimilar to the ARP “request-reply’messagesve
askothernodesto perfom tasksfor us accoding to our specification. Typically an
ARP reqguestcanbethowhtof asaresolution functionwith oneargument: 1P Number
which returnsa resulti.e., an Etherret addess. With XRP we introducethe ability to
definewhichtypes(in the Progranming Languagessense}he argumentandtheresult
shouldhave. We are not restrictedto just resolvirg IP Numbe to Etherret address
otherpair comhbnationsare possible.As well asthis we addmore paranetersto the
(now generic)resolutionfunction for exanmple: over how mary hops the resolutio
quer shoud bere-lroadcasandwhele theresultshoud bereturredto.

3.12 SelNet—an Underlay for IP

Besidegherewriting of ARP controltraffic, SelNetalsorewritestheheader®f thedata
traffic in thenetwork: Eachdelivery pathwill have its own forwarding state which at
the paclet headeilevel translatesnto a setof selectorgo identify this state. A data
pacletwill have adifferent selectoron eachleg of its pathbecasethe SelNetnetwork
will rewrite the comhination of Ethenetandselectoron eachhop,in the sameway as
IP forwardingrewrites the Etherret addessfor eachsubnetcrossed.For the selector
heacr SelNetusesthe SimpleActive Packet Format (SAPF[7]) for the datatraffic in
the network. Sincean additioral layerhasto be introdwcedbetween P and Etherret
in orde to allow SelNetto function, we wishedto keepadditioral comgexity to a
minimum. SAPFpacletscanbeforwardedathighspeedslueto theirextremdy simple
heaarforma —upto 30%fasterthanpacletswith morecomgex heacatr formats[19].

Underlayng IP hasseveral adwantages:we can createan virtual network at the
subne layer, so that we can have separateaddessspacesn parallelthus eachad-
hocLUNAR cloudis representgasanindepemnientIP subnet.This allows physically
overlappirg subnetgo belogically isolated.By fooling IP in this manrer to represent
multihop pathsassinglehoppaths we disassociatéhe compexity of thead-hocrout-
ing prodem from the IP stack. Unlike traditioral appoacheso ad-ha@ networking
which seekto make ad-tocrouting “normal” for theIP stack ,we attemptto let IP keep
its assumptios aboutthe underlying network, whilst still injecting new functionality
androutingstylesinto the network.

3.2 LUNAR Self-Configuration with Profiles

Joininga wirelessadhocnetwork involvesa multitude of parametes. We focusedon
IEEE 80211 wherethe following items have to be defined frequeng/channelused,



speed Ad-hoc mode, WiFi network name,IP addess,IP gatavay andDNS informa-
tion. We propaseto define“profiles” or paraneterbundes which fix someof the set
of paranetersandprovide method of automaticresolutian for all remairing otherpa-
rametes. A default profile, for exanmple: “profile red”, bundes all paranetersand
proceduresequredto ensurghezero-onfiguationstartof LUNAR.

In casepeope wantedto setup a parallel,indepedentAd-hoc network, profiles
comein handyagain Userswould have to startLUNAR with the nameof someprece-
finedprofile they agreeon e.g.,"profile blue”, whichwould createalogically indepen-
dentAd-hoc network. This is alsousefulfor scalingpurppseswhensomefrequeng
chamelsareovercrovdedanduserswvantto shift to differentfrequencier link speeds.

In theremaindtr of this sectionwe look atthoseparanetersthatneedto be settled
atrunandfor which LUNAR providesself-corfigurationlogic.

3.21 |P AddressAllocation

LUNAR allocatesthe private C class192.568.2.0 to the defaut profile which also
compisessettingsfor thewirelesscard. Thenodes hostidentifierwill bedynamically
deterninedin a Appletalklik e fashionby picking arancdm numkber from the profile’s
addessrangeandthenprobirg for collisions:for thiswe usethe XRP quel procalure
introducedabove andif nore of threeresolutionqueres returnsuccessfullythe noce
will usethis address. Note that becagse XRP operateswith SelNetselectorsthereis
no needfor ary transientlP addressassignmenduring the configuation phase(see
e.g.[18] for the needof transiem IP addessesn anadhocnetwork).

3.22 |IP Gatewaying

Attachinga LUNAR cloudto the Interret canbe achievedwithout explicit nomination
of adefault gatevay. Any nodethathasa default gatevay entryin its IP routing ta-
ble befae launching LUNAR (which we assumeneansthat this nodeknows how to
routeto thelnternet) will autonatically switchonthe LUNAR gatavaying mode.This
meanghatthenodewill claim successfutesolutionfor eachresolutian queryof anIP
numberthatis not in the 192168.2.0 subnet- it beconesanimplicit gatavay. Any
othernodethattriestoreache.g.,2345.6.7will recevedelivery pathinformationlead-
ing to theimplicit gatavay node Theimplicit gatavayingnodethensimply forwards
subseqant P pacletsits IP modue, whichin turnwill forward themvia NAT to the
realdefaultgatevayin thefixed Intemet.

A problemwith this appoachariseswhenseveral nodesperfam gatevaying and
paclets can be sentto the Interne via differentgatavays: the NAT statewill only
be createdon the first gatavay picked which might charge when LUNAR resohes
delivery pathsdifferently in the future. The methodwe choseto pin down gatevays
involves DHCR which we useonly for disseminatingyatavay and DNS information
andnot for node addessassignment.To this end,a nock joining the LUNAR cloud
performsthefollowing steps:

Assignitself anIP address

Ask for gatevay andDNS data(via DHCP_INFORM)

If available:addthe correspondimg routing entryandstick to it

Otherwisefall backto “implicit gatevaying”

Complemetary, a nodeacting as a gatavay shouldstarta DHCP sener on its
wirelessinterface,but is notrequredto doso.



4 LUNAR Protocol Details and Implementation

After amoredetailedaccounbf ouradhocrouting pratocol we give additioral details
conerningtheimplementationin termsof the SelNetunderlaylayer, the XRP protool
andthe sofwtarearchitectue.

4.1 LUNAR Operations

LUNAR createsndividual unicastdelivery pathsfor eachsource/éstinatiorpair. This
redwcesthe compleity of shareddelivery pathinformationandkeepspathsunder the
full respomibility of theoriginator.

Pathsarediscovered by a classicafflooding mechaism, wherethe currentversian
of LUNAR relieson the existenceof bi-directionallinks in order to returnforwarding
information. First, aonehopbroadcastsearchs performed:if the destinatioi is a di-
rectneighbour, it will unicastthe detailson how it canbe reached Theseaddessing
detailsare unique for the given source/destirteon pair i.e., datadelivery is basedon
LUNAR internd selectorgatherthanIP addresseslf the one-h@ searchfails, LU-
NAR immedately triesthe maximumdiamete searchneighbournodesarereqiested
to forwarda searchrequestand,if successfulthey reply with a unicastwith the same
type of addressingdetailsasin the one-top case.An earlierversionof LUNAR used
anincrenentalring searchto discover nodesin the network, however we discovered
thatdueto the threesecondageingof pathsthis technique did not periorm aswell as
immedately trying the maximun diametersearch.The souce node agestheinforma-
tion obtaired (i.e., cleansthe ARP cacheentry) suchthatafter 3 secondst redesthe
pathdiscovery procedire. Notethatthe establishedlelivery pathsareuni-directioral —
thedestinatiorwill launchits own pathdiscovery if it hasto sendreply packetsatthe
IP level.

Oncea pathis discovered,it is maintainedn thefollowing way:

1. After threesecondsthe ARP cachetimesoutandIP hasto re-askfor the IP-to-
Etherné mappirg

2. SelNetinterceptghis andestablishes second path(the old oneis still up, but
IP will notuseit anymorebecausé hasan ARP resolutionrequest perding)

3. Thesecondpathis establishe@ndIP startsusingit

4. Thefirst pathdiesaway silently andunusedandis gabagecollectedby SelNet

Thisform of “pathmaintemnce’remaorestheneedfor discovery of link breaksand
subseqant routerepair asa next pathsetupphaseis scheduledalread in advance.
Datapacletsarenot buffered, leaving the recovery of pacletlossesdueto link breaks
to thetranspor layer.

IP broadcastcomnunicatiors is implemented in a slightly differert way. The
sourceinitiatesthe creatio of a private delivery treethatwill be usedfor all subse-
quen broadcastpacletsduring the next 3 second. To this end, it broadtastsa setup
messag¢hatwill berebioadcasby neighlours.Neighbairsreply with aunicastmes-
sagethatthey areinterestedn joining thetree. If only oneneighlour replies,thetree
will be exterdedby a unicastleg; if more thanoneneightor is interestedye will use
abroadcasfor datadelivery. The sourcestartsusingthedelivery treeaftersomefixed
delay withoutwaiting for arny setupconfirmationmessagedf still more datahasto be
broadcasafter3 second, anew broadcastreeis built.



4.2 The Packet Demultiplexing Sublayer

The L2.5 uncerlay network of SelNet,on which LUNAR is baseddelivers paclets
basedn“selector"valuesthatareindependemnof thelP addressingAll pacletscarrya
selectothatidentifiesthecortext (state)whichwill handletheirfurtherprocessingWe
usethe SimpleActive Packet Format (SAPF)which uses54 bit selectordor switching
datagams.Theseselectorgypically aredynamically assignedtruntime andareonly
valid for onehop. SelNetsL2.5routing systentranslatesnto usingaseparat&therret
typevaluefor SAPF (currently we usethe value0x4242) andthe insertionof a 64 bit
selectoffield betweerthe Ethenetheaer andthelayer3 pratocol data.

When sendinga payload togetherwith the selectorto the next SAPF node the
selectoris usedto lookup forwardng datalinked to this selectorand after possibly
rewriting the selectoffield for the next hop, the pacletis sentout to the addessspec-
ified in the forwardingdata. The SAPFengire alsopermitsto sendpacletsinto the
local nodés IP stackor call otherpaclet hander routines. The paclet hander rouw-
tinesprovide the hookinto the XRP modue andareusedto implenentthe LUNAR
reboadcastindogic aswell ascallbackhandersfor reply messages.

Forwardng state,aswell asreply callbacksestablishedn reqiestfrom a neigh
bou, aresubjectto garbaye collectionby the SAPFengine. This autanatically elim-
inatesold routing stateon top of the originator stoppingthe usageof a delivety path
after3 second.

4.3 XRP —the eXtensibleResolutionProtocol

XRP is our gereralizedquey andsteeringinterfacewhich LUNAR usesasa methal
of contolling the behaiour of transitnocesin the network. It is implementedasa
setof requestcommands andreply messagesThe basicmodelis “fire-and-forget™:
For thoserequestswherewe needsomereturninformation,thesendeitself hasto take
careabaut establishinghereply chanrel, andto doretransmissions casea confirmed
reqiestis needd. XRP commandstravel viathe SAPFundetay: aspeciawell-known
selectowvalueis usedto addessXRP comnandsto a neigtbour's LUNAR software.

The main XRP function is the “resolve” command: anapplicationor a neightour
nock canaskfor nameor addresgesolutionandwill getbackan selectorvaluethat
“standsfor” the requesteddestinatiorandwhich canbe usedto senddatato it. XRP
resolution commandshave thefollowing mainparametes:

¢ scheme: the addessfamily in which resoldion shouldtake place. Exanples
are: IPv4-over-etherret, SAPF-wver-etherret, potentiallyalsoURL named(this
wasnotimplemened,thoudh).

¢ id : thenameto resohe. Exampesarean|Pv4 addressa SAPFselector/
EthernéAddresspair, or aURL.

e resolutionstyle: in which form the resolutia resultshouldbe delivered. Pos-
siblechoicesarea SAPFselectoyor theactualaddresshits.

e target: atwhich selectorvalue a given nameshouldbe madeaccessibleaf-
ter resolution or to which selectorvalue possibleresultsshoud be sentback,
depenthg onthechoserresolutionstyle.

¢ resolutiondepth: contiolswhetherequetsshouldbeforwardedin caseanocde
cannotresohe the given nane andis decrenentedat eachhop.

o series: aselectowvaluefor identifying therequest.



Typically onewould sendtwo (or more)XRP comnandsin onemessagethefirst
onerequssts the installationof forwarding datapointing backto the originator, the
secondreqLestis the actualquerywhoseresultswill be sentbackoverthe previously
establishedeply path.For exanple,theonehopdiscorery worksby broadcastingthe
following two XRP commandsin asingleEthenetframe:

resolve( scheme=sapf/ eth,id=MYSEL /MYETH,style =selector,t arget=ABC);
resolve( scheme=ipv4, id=IPNUMBER, style=sapf/e  th,target=A  BC);

Becausef thebroadcastall receving noce will install abackpointerto the origi-
natorattheaddessMYSEL/MYE TH’ (first command): theforwardingfunction will
be madeaccessiblainderthe given selectorvalue‘ABC’. The secondcomnandre-
gueststhe resolution of an IPv4 address. In caseof a successfulesolution(i.e., a
nock identifiesitself with IPNUMBER) we reqestthe resultto be of the form ‘se-
lector/etlernetaddess’ andthis resultbeingdelivered via the ‘ABC’ selector Once
the originaor recevesa reply for the secondXRP commaul, it canusethis sapf/eth
addesspairto sendpacletsto theIPNUMBER host.

0 16 31

vers | rsrvd | msg type | data len |

target  selector |

request/rep ly data |
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Figure2: XRP Packet

Figure 2 shavs the XRP paclet format for requestsandreplies. Note that mul-
tiple XRP commaials canbe put backio-backin the sameundelying datagam: the
commandswill thenbeexecuedsequentially

4.4 Using XRP for ARP Forwarding and Broadcast Dampening

The examge of a single-lop resolution quely abore is a simplified one that would
not work well in the multi-hop case. Whenresolutionrequestsarere-troadcasit is
importantto suppresshe rebioadcastingf a receved messagéf anotler instanceof
the samequeryalread visited a node An important XRP command in this context
is the “jump-on-eistence”(JEX) requestwhich hasoneselectorargument. It allows
to make SAPFdelivery condtional to the existence(or absencepf a SAPF hander.
If thereis a valid handlerfor the given selectorparaméer, the comgete paclet will

contirue exeaution at this place. Otherwisethe XRP modulewill continwe to work on
thefollowing XRP command in the paclet. We usethis functionto “divert” dugdicate
pacletsinto a deadendsuchthatthey arenot processedfurther.

Thefollowing pseu codeis afull exampe of how themulti-hop resolution query
is written down asa sequene of XRP commands. Uppercae identifiels are usedto
shaw thevariadesthatmustbeprovidedby theoriginator(aswell asby rebraadcasting
nocks).

jumponex istence(REQU ESTID);
resolve( scheme=sapf, id=REQUESTID,style=selec tor,target= 0);
resolve( scheme=sapf/ eth,id=MYSEL /MYETH,style =selector,t arget=TMP);
resolve( scheme=ipv4, id=IPNUMBER, style=sapf/e  th,
target=TMP,s eriessREQUES TID,depth=2)



We startby examining the secondXRP commaual which createsa paclet redirec-
tion: Theresoldion command letsthesystenresohethe SAPFselectoREQUESTID
to the target 0, which by definitionis the gartagebin and corresponddo the UNIX
/dev/null device. Hence future pacletssentto REQUESTID will bediscareéd. The
first commail of our quel requestghis paclet to be delivered to the REQUESTID
hander, shoud it exist. This mears thatonly thefirst instanceof a querypacletarriv-
ing atsomenodehasa chanceo be execuedbeyondthefirst command.

The third XRP comnand createsorwarding statepointing backto the queling
nock thatbecanesaddressablegia the selectorTMP. This delivery pathwill be used
for returnirg theresultof theresolutionrequestin line 4.

TheXRP commandin line 4 is the“real” ARP quey thatrequestanIPNUMBER
to be resohed andcorrespondig addressingnformationto be returred via the TMP
selector The queying noce hasinstalleda paclet handle at selectorMYSEL that
waitsfor theresult.

If theresolutionrequesbn line four fails, the XRP modue will re-issueafull res-
olution quewy by itself. First, the “depth” parameteis consultedandif found to be
bigger thanO it is decremeted and usedfor the outgoing query The “series” field
providesthe samequey identifierthattheincomng queryhadandenablegshebroad
castdampening. Finally anew TMP’ selectoris randbmly generged. Takingall these
values theintermedate nodeis capalte of forwarding the modifiedresolutionrequest.
Beforesendingthe new queryhowever, the noce installsa reply handler thefirst in-
comirg resolutionreply will trigger the settingup of aforwarding pointer to thefound
destinatiorat somerancmly genergedselectoDST, andthis selectoiDST beingsent
backalongthe chainto the originator.

a) The node S wants to resolve the name for target T: c) T replies via R’, node | resolves by creating a
first, it creates a remote tunnel entry R at node | tunnel entry D and replies via R to node S
node S node | node T node S node | node T
- Rt 4 R-=
4R {R=-
D»
b) S sends the resolution request, | propagates it after d) S receives the reply, installs D’ as its tunnel entry:
having created a remote tunnel entry R’ at node T the resolution yielded a tunnel to target node T
node S node | node T node S node | node T
St 4 ]
- - 4R
4R R b <R
D' » D»

Figure3: Exampe of amultihopARP in LUNAR

Figure3 shavs thesequencef atwo-h@ quel andtheinstallationof forwarding
pointersasthe queryresulttravelsbackto the originata.

4.5 LUNAR Parameter Tuning

With LUNAR we tried to identify the sweetspotwhereAd-hoc networking hasa suf-
ficiently goad chanceo work althoudh we keepthe algorithmic comgexity low. The
3-hop limit, for exarple, mirrors the discussioron the ad hoc horizonin section2.4
(nate that a usercanoveride this limit if desired althoughit is not recomnended)
Two otherLUNAR parametesarethe 3-secad timeout for delivery pathsandthe ex-

pectednumber of hodesthatshouldbe ableto sharea LUNAR cloud In this section
we briefly explain how theseparanetervalueswereadjusted.
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Agressvely reestablishig pathsafter 3 second makes sensebecausdga) a link
breakis fixed on averag after 1.5 secondglink bre&ks arespreadover this 3 second
intenal), (b) 1.5secondss notanissuewith WEB browsingapplicatiors, (c) otherad
hocroutingpratocolsbasedn hello messagesvhich for overheadreasonsareforced
to keepthe hello messagédrequencgy to rouchly 1 secongdwill shav similar timesto
reactto link breals.

Second}o getan estimateon the overheadof the LUNAR protacol we computed
the numter of contrd messagegeneated. Assuminga network with 12 nodes half
of themactively communicatingwith two othersin the cloud we needto maintain12
delivery pathsin forwardand12 delivery pathsin reversedirection As these24 paths
arerefreshedevery 3 second, we have 8 pathdiscovery requestsvery second If all
nocessit in the samecollision dormain we will have 1 broadtast,11 rebioadcastand
1 reply unicast per route discovery requesthenceroughly 100 messageper second
Assumingan averagye size of 100 Bytes per contrd messageat 2 Mbps, this gives
a bandvidth requiementof 80 kbps. Evenif this overheaddouwles or triples, the
bandvidth overheadolviously is not the limiting factorandthe 6 userssharingthe
2 Mbps alread aredown at a 300 kbps share(or appr. 1 Mbps for the 11 Mbps
WiFi case)andmight considerswitchingto anindependenl ad hoccloudwith anotter

frequeng.

4.6 Software Ar chitecture

° LUNAR
g TCP/UDP
3 | application SAPE XRP
@
2]
= netbox library
| _____Internefsocket ______neflinksyscall |tap0 etho____
©
IS
g
< IP stack networking
= hardware
- .
driver
ARP sol/repl
data P

Figure4: LUNAR nock architectue

Figure4 shaws the softwaredecanpositionof LUNAR. CurrentlyLUNAR is im-
plemenedasaLlinux userspaceprogramthatinterpasesitself betweerthelP stackand
the wirelesscarddriver. The TUN/TAP device is usedto interfacewith the IP stack
while NETLINK providesall informationon pendng ARP requests. ARP entriesare
createdvia anioctl systemcall. A codeline court shawvs thatthe LUNAR systemis
rathersmall:
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| #0f Clines | Modue [ Content |
550 | lunarc main() progamandself-corfig logic
420 | netbx.c | OSglueandtimer suppat

330 | sapf.c SAPFengine

500 | xrp.c XRP andresolutia forwardinglogic
160 | xrp_pktc | XRP encodng/parsimg
| 1960 | Total | |

5 Performance Comparisonwith OLSR and AODV

LUNAR undewentmary cyclesof stresgesting,rangng from simplepings andrun-

ning multiple TCP and UDP basedapplicatiors like http, sshand nmapaswell as
parallelflood pingng andbroaatastpings, in onehop andin multiple-hop settings.
LUNAR provedto behae very robustandseemso let nodes sharethe wirelessEth-
ernetresoucesin a fair way, respomse times are also quite predctable. What was
interestingthough wasto corfront LUNAR with otherad hocrouting protacols. As

menticmedin section2.2, AODV and OLSR werethe only protomls runring uncer
Linux whichwereusablefor acomparison.

After first compaisonruns dore by the authas, Henrik LundgenandErik Nord-
stdm (who wrote the AODV implementationusedin the testsbelov) usedthe APE
testbed9] andconfrontedthethreepratocolswith threedifferenttestapplicatiors that
ranin asinglemolility scenario

e The mollity scenarioconsistsof threestationarynodes,onebeinga gatevay
servingdoaumentsfrom theinterng, andonemobile node comnunicatingwith
the gatavay from various attachnent points, resultingin routesrangng from 1
to 3 hopsover atime intena of up to 5.5 minutes,including settlementime at
thebeginning, atintermediatepositionsandattheend.

3 stationary nodes

1 mobile node

Figure5: A simple“wirelessadhocacccessetwork” mobility scenario

¢ Thetestapplicatiors were:
— WEB accesg$30kBytesevery 8 seconds)
— ping (once asecongd64 Bytes)
— MP3 streamingcontiruous128kbps)

The 8 secondwait time for the WEB accesdnatcheghe attentionspanof typical
WEB userd]. Full resultswith more extersive testswill bepuHlishedin aforthcomirg
repat []. Herewe restrictourseles to presehthe overall outcone of the small setof
testsasintrodwcedabove. Theresultswereaverggedover the outcane of severaltest
rurs.
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Testapp/ Protool | AODV | OSLR | LUNAR |

SuccessfuWWEB

fetchcycles 24 33 35
Successful

pings 88% 93% 93%
MP3 streamirg,

datareceved 5.2MB | 49MB | 5.2MB

LUNAR wasthe bestperfaming pratocol for the WEB accesspplication(35 ac-
cessin the 5 minuteinterval) and matche the othertop perfaming protocolsin the
ping and MP3 streamingapplicati:. A subjectve assessmertf the MP3 testfur-
thernore matcheghe shavn figureswere AODV andLUNAR sometimediadalmost
inaudble switchovers(althoud it coud take up to 2 or 3 seconds)were OLSR coud
take upto 10 secondto getrouting pathscorrectagain

Overall, we are vely satisfiedwith the outcane as LUNAR matchedor outpe-
formedpratocolswhich have beenproposedsinceseveralyearsnow. Another compa-
ison,thistime basedn codesize,revealsasimilar picture Although codesizeis nota
measurrentfor thefitnessof a protacol for thetaskathand,it neverthelesshavs that
somealgorithmic comgexity might notbeworth the specificatiorandimplementation
price.

A codeline court shavs that LUNAR compaes very favoraldy with relationto
otherMANET ad hoc routing pratocol implemettations (pleaseseebibliographyfor
links to implemenationcode):

| Name| *c | *h | total ]
OLSR | 3617 | 1025 | 464
AODV-UU | 2330 | 467 | 2797
DSR | 1568 | 391 | 199
LUNAR | 1430 | 100 | 1530

Thesenumbkerswerecomputedin thefollowing way:

e *.c: all comnentlinesremovedusing’gcc -E” afterhaving commeirted out ary
headefile includes(systemanduser),emptylinesremoed

e *.h: all commnentlinesremoved,empy linesremoved

Summingup, we think that LUNAR reaclesits goalswell by servingthe com-
mon caseof small diameterad hoc networks with a simpleandrobustad hocrouting
protocol.

6 Conclusions

We haveintrodwcedthe LUNAR ad-tocrouting environment which takesanextremdy
lightweight appoach. It works by trappng ARP reqestsandre-writing themto an
intermaliate representatiorknowvn as XRP (eXtensibleResolutionProtocol) These
XRP requestsarethenrebroalcastby transitnodesto reachnodeswhich areoutside
of the originating noce’s subnetandresultin the settingup of multihgp datadelivery
paths.LUNAR is anundelay networki.e., it sitsbelow IP andabove thewirelesslink
layer- this positioring of functionality allows usto contiol whatthe IP stackbelieves
abou the network. This allows a muchmorenaturalintroduction of Ad-Hoc routing
functionality into the network. LUNAR also exhibits self-canfiguring behaviour: it
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canperfom automaticaddressssignmehin adecentralizd ervironmenti.e., without
acentralsener, LUNAR alsoperfamsautanatic Intemetgatavaying.

TheLUNAR environmentis designe to targetthecomma-caseof network clouds
with 10-15nodesand a diameterof up to threehops. Through empiiical testswe
have shavn thatLUNAR perfomscompaably with establishedANET ad-Hocrout-
ing proto®l, despiteits simpleapproa&h and small codesize thatincludesfull self-
configuringandIP broadcassuppot. For future release®f LUNAR we considersup-
pott for uni-directionallinks andplanto have a morestreamlinedepresetation layer
for the XRP sub-ppotocol. A port of a strippeddown LUNAR versionto embedied
devicesis alsounde way.
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